
streaming elixir
dch@skunkwerks.at



We’re Going to Need
...     A Bigger Graph



constraints & deployment

● no downtime allowed
● no reboots allowed
● no info (# connections, data volume)
● lots of live debugging in the wild
● every endpoint is slightly different



basics
env
– ~ 200 servers running FreeBSD, mostly bare metal
– firewall & security related services
– shifting ~ 20TB / month

app
– classic  2 legged tcp proxy
– custom auth & routing: wrote our own



elixir FTW

● 930 LoC, 330 LoT
● OTP27 for process_labels
● thousand_island handles inbound TCP req
● some fancy pattern-matching
● create outbound leg of proxy



interesting bits

● runtime config
● TCP proxy
● TLS sniffing
● Live Debugging
● Future Work



runtime config

● init with env vars
● load into app env
● could use persistent_term
● change everything without restart



●  

=



tcp proxy

● thousand_island GenServer handler 
● 2 connections per session (up & down)
● sniff header to validate & auth
● create outbound gen_tcp/3
● post auth just shuffle the packets



●  



tls sniffing
●  most network protocols are TLV

● sometimes recursive & nested
● read RFC5246, RFC8446, RFC9460 very closely











live debugging

●  dump frames in debug, or on error
● use tracing FTW
● re-use frames as test fixtures









https://gist.github.com/dch/e458748e2bcfde038f711ca5b3bd1f90

live debugging & recon_trace





cURL is awesome



cURL \o/ also ngrep, tshark



future work

● add hot code loading
● some metrics & telemetry
● some punsch
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